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Abstract—In this paper, the problem of provisioning high quality of Sensors-as-a-Service (Se-aaS) in the presence of
competitive sensor-owners, i.e., oligopolistic market, and heterogeneous sensor nodes in service-oriented sensor-cloud is
studied. Oligopolistic sensor-owners adopt unfair means to degrade the quality of service provided by other sensor-owners
in the sensor-cloud market. In order to address this problem, a dynamic pricing scheme, named DETER, is proposed in this
work to enforce trust among the sensor-owners for maintaining the quality of Se-aaS provided by the Sensor-Cloud Service
Provider (SCSP). Each sensor node calculates distributed trust opinion for other nodes, while the SCSP calculates centralized
trust opinion for each sensor-owner. A Single-Leader-Multiple-Follower Stackelberg Game is formulated in which the SCSP acts
as the leader and decides price to be paid to each sensor-owner, while ensuring maximum profit. On the other hand, the sensor-
owners act as the followers and decide their strategies for earning maximum profit. Thereby, using DETER, SCSP enforces high
trust among the sensor-owners. Additionally, using DETER, energy consumption of sensor nodes in sensor-cloud decreases by
4.69-11.56%, and network overhead decreases by 52.6-56.53%. The trade-off between price earned by the sensor-owners and
profit of the SCSP in service-oriented sensor-cloud is also maintained using DETER.

Index Terms—Sensor-Cloud, Trust Enforcing, Dynamic Pricing, Oligopoly, Bi-Level Trust, Game Theory.
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1 INTRODUCTION

FOR the development of a wireless sensor network
(WSN)-based application, a user is generally re-

quired to purchase, deploy and maintain his/her own
application-specific hardware resources. So, in order
to relieve the users of WSN-based applications from
the associated implementation complexities and fi-
nancial expenditures, the sensor-cloud architecture was
conceptualized [1]. Sensor-cloud basically follows a
Service-Oriented Architecture (SOA). In sensor-cloud,
the responsibilities of a user are shifted to a cen-
tralized Sensor-Cloud Service Provider (SCSP), which
obtains WSNs on rental basis from multiple sensor-
owners and provides these resources to the users in
the form of chargeable units of services. The concept
of resource virtualization of cloud computing is ex-
tended into WSNs to allow sharing of physical sensor
nodes between multiple end-users, thereby allowing
the provisioning of Sensors-as-a-Service (Se-aaS). By
transferring majority of the functionalities from the
sensor nodes to the cloud, sensor-cloud reduces the
computational burden as well as the resource con-
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sumption of each node, while increasing the over-
all network lifetime. Additionally, sensor-cloud also
provides a platform for sensor-owners to increase
the utilization of their hardware resources and earn
profits by leveraging the same.

1.1 Motivation

Sensor-cloud provisions Se-aaS to the end-users and
involves a flow of revenue from the end-users to
the SCSP. In the competitive Se-aaS market, an SCSP
needs to ensure proper pricing and quality of the
delivered service. Chatterjee et al. [2] envisioned Se-
aaS as a combination of both hardware and infrastruc-
ture services — heterogeneous SOA, unlike traditional
cloud services. Hence, the existing pricing schemes
designed for WSNs [3], [4] and cloud services [5], [6]
are not suitable for sensor-cloud. On the other hand,
for providing high quality-of-service (QoS) in sensor-
cloud, it is indispensable for an SCSP to maintain
accuracy or correctness of the data requested by an
end-user. However, this issue is not addressed in the
existing literature. In sensor-cloud, a fraction of the
revenue earned by the SCSP is distributed among
the sensor-owners for usage of their sensor nodes
for sensing and relaying of sensed data based on
centralized decision taken by the SCSP. This gives rise
to an oligopolistic market scenario among the sensor-
owners in the SOA of sensor-cloud. In sensor-cloud,
the sensor-owner of the source node has to rely on
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the intermediate nodes, which are selected in a dis-
tributed manner, belonging to other sensor-owners to
transmit the sensed data to the base-station (BS). In
the process, these sensor-owners gain complete con-
trol over the sensed data. In such a situation, a selfish
sensor-owner, who is driven solely by the urge to
satisfy his/her self-interests, may adopt unfair means
to reduce QoS. Thereby, the reputation of the honest
sensor owner reduces, which in turn reduces the se-
lection preference of the nodes belonging to him/her.
This may eventually give rise to a monopoly situation.
Additionally, the net profit incurred by the SCSP
reduces. In the existing literature, few works exist on
sensor-cloud, which include service-oriented pricing
schemes, viz., [2]. However, none of these works con-
sidered the possibility of the aforementioned event.
Hence, it is important to design a scheme, which is
suitable for the sensor-cloud environment, in order to
prevent such kind of monopoly situation from arising
in oligopolistic market scenario of sensor-cloud.

Motivating Scenario: We consider a Sensor-Cloud
Infrastructure (SCI) which is capable of providing
environment monitoring services over an extensive
geographic region. End-users, such as weather fore-
casting agencies, agricultural land owners, and in-
dustrial plants, do not need to purchase and deploy
individual WSNs. Instead, they obtain the information
of the environment condition in the form of Se-aaS.
On the other hand, in order to provision Se-aaS, the
SCSP relies on sensor nodes deployed by multiple
sensor-owners in the concerned geographic region.
Additionally, each sensor-owner depends on the other
sensor-owners for transmitting sensed data from the
sensor nodes to the BS via multihop communication,
as mentioned earlier.

1.2 Contribution

In this paper, we introduce a Single Leader Multiple
Follower Stackelberg game theory-based dynamic trust
enforcing pricing (DETER) scheme for sensor-cloud,
while considering that the sensor-owners form an
oligopolistic market. In DETER, each sensor node in
the path, from the source node to the BS, selects the
set of most suitable next-hop nodes. Thus, DETER
ensures an optimum trust value for the path and
maintains the QoS of Se-aaS provided by the SCSP.
Additionally, the proposed scheme, DETER, ensures
the profit of both the SCSP and the sensor-owners.
We refer to the optimal strategies chosen by each
sensor node in the path obtained by using the DETER
scheme as the Stackelberg equilibrium. In summary,
the specific contributions of this work are given as
follows:

a) We propose a dynamic trust enforcing pricing
scheme for service-oriented sensor-cloud, while con-
sidering the possibility of selfish behavior by the
sensor-owners.

b) In order to identify the misbehaving sensor-
owners, we calculate distributed and centralized trust
opinion sets for each owner using the beta reputation
model proposed by Jøsang [7].

c) We use Single Leader Multiple Followers Stackelberg
game theoretic approach for designing the proposed
pricing scheme. In DETER, the SCSP acts as the leader,
and the sensor-owners act as the followers.

d) We present four different algorithms to ensure
QoS of Se-aaS, while choosing trust-enforced path for
data transmission in service-oriented sensor-cloud.

2 RELATED WORKS

In the existing literature, few works focus on the
integration of WSNs with the cloud, viz. [8], [9].
However, the concept of sensor-cloud was conceived
by Yuriama et al. [9]. The authors [9] presented an
overview of the entire architecture of sensor-cloud.
Further, the theoretical modeling of sensor-cloud,
along with characterization of the concept of virtu-
alization of sensor nodes used in sensor-cloud, was
presented by Misra et al. [1]. In another work, Bose
et al. [10] studied the implementation of an infras-
tructure, which is suitable for environmental moni-
toring. Additionally, the practical implementation of
sensor-cloud was demonstrated by Madria et al. [11].
Chatterjee et al. [12] studied an optimal composition
of virtual sensors, while considering the resource-
constrained behavior of the nodes. The problem of
redundant data transmissions in sensor-cloud was
explored by Chatterjee et al. [13], where a data caching
mechanism between the sensor nodes and the cloud
was suggested as a potential solution. In another
work, Chatterjee et al. [14] addressed the problem of
selecting the optimal data center using the optimal
decision rule. Misra et al. [15] presented an optimal
duty scheduling algorithm suitable for sensor-cloud
environment.

On the other hand, some of the existing works
consider the movement of data from the source node
to the BS in the sensor-cloud environment. Misra
et al. [16] studied the selection of the optimal gate-
way node for transmission of the sensed data to the
cloud. In another work, Chatterjee et al. [17] pro-
posed a scheme for selecting the optimal interme-
diate node for data transmission, while considering
the unintentional node failures. Therefore, we argue
that the problem of intentional misbehavior of sensor
nodes or sensor-owners in sensor-cloud has not been
explored yet in the existing literature. There exist
several works in traditional WSNs, which consider
the presence of misbehavior of sensor nodes. Illiano
et al. [18] surveyed different schemes proposed for
anomaly detection and trust management. Li et al. [19]
proposed a trust-based system for clustered WSNs.
Rezvani et al. [20] studied a trust-based scheme for
secure aggregation of data using a modified iterative
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filtering algorithm. In another work, Ahmed et al. [21]
presented a-trust and energy-aware routing protocol
for WSNs, while considering hop counts and load
balancing of routes. However, it is also not suitable
for a group of misbehaving nodes, which is a common
scenario in sensor-cloud. Rathore et al. [22] proposed
a consensus aware socio-psychological trust model
to evaluate the trustworthiness of a node. However,
these schemes are not suitable for using in the case of
sensor-cloud, because of the following reasons:

a) Most of these works consider cluster-based and
layered WSNs. The trust calculation process used
varies based on cluster-heads and aggregators, which
are assumed to be trustworthy. However, these are
not suitable for sensor-cloud due to the presence of
multiple sensor networks deployed by the different
sensor-owners.

b) Most of the proposed schemes deal with homoge-
neous sensor nodes. However, sensor-cloud typically
deals with heterogeneous sensor nodes, which are
used for multitude of purposes.

c) Finally, in the existing literature, the proposed
schemes aim to reduce the effects of the misbehavior
of nodes on the sensed data. However, there is a need
to prevent these situations from occurring, which is
one of the primary objectives of this work.

Therefore, in contrast to the previous works, a
game theory based dynamic trust enforcement pricing
scheme, DETER, for SOA of sensor-cloud is proposed
in this paper in order to prevent competitive sensor-
owners from misbehaving and ensure QoS. The pro-
posed scheme, DETER, exploits the economic aspects
of the service-oriented sensor-cloud to encourage the
sensor-owners to behave honestly.

3 SYSTEM MODEL
We consider that the sensor-cloud has a few sensor-
owners, as shown in Figure 1. Each sensor-owner
sl ∈ S, where S is the set of the sensor-owners, is
registered with the SCSP. The set of heterogeneous
sensor nodes owned by each sensor-owner sl is de-
noted by Ol. In Figure 1, we denote heterogeneous
sensor nodes using different geometrical shapes. We
consider that the total set of sensor nodes registered
with the SCSP is denoted by N . Hence, we have, N =
O1∪O2∪· · ·∪O|S|. On the other hand, each end-user ur
registers his/her service requirements with the SCSP,
based on which a Service Level Agreement (SLA)
[23], [24] is generated. The SLA states the service
demanded by the user, and the agreed standards of
various parameters such as — the maximum tolerable
delay δ, and the maximum price Pmax that the end-
user is willing to pay for the service. We consider that
the SCSP follows the dynamic ’pay-per-use’ model,
where the end-users pay based on their usage of the
service provided by the SCSP.

Based on the requirement of end-user ur, virtual
sensors, denoted by vsj , are formed by the SCSP for

Fig. 1: Schematic Diagram of Sensor-Cloud

each application j using a subset of the physical
sensor nodes Nj ⊆ N , and allocated to ur. The set
of virtual sensors assigned to each end-user ur is
denoted as vgr = {vs1, vs2, · · · , vsp}, where p is the
total number of applications requested by the end-
user ur. On the other hand, the selected source nodes
sense and transmit their sensed data to the SCSP using
a multi-hop path, as shown in Figure 2. The sensor
nodes use nodes belonging to other sensor-owners as
intermediate node. Thereby, the sensor-owners of the
intermediate selected nodes earn revenue for provid-
ing services. Finally, the data is relayed to the cloud,
where subsequent processing is performed to meet the
end-user requirements.

TABLE 1: List of Symbols

Symbol Description
S Set of registered sensor-owners
Ol Set of sensor nodes of sensor-owner sl
N Set of sensor nodes registered with SCSP
vsj Set of virtual sensors for application j
Nj Set of physical sensors mapped to vsj
vgr Set of virtual sensors assigned to user ur

Pmax Maximum price willing to pay by user
ϕ Profit earned by SCSP
δ Maximum tolerable delay for a service
Pt

pathg Utility function of SCSP for pathg

vtn,i Trust rating for node i by node n
DOt

n,i Distributed trust opinion set for node i
Mt

n Candidate set decided by n
rtn,i, h

t
n,i Instantaneous feedback pair for node i

β Forgetting factor
Rt

n,i, H
t
n,i Cumulative feedback pair for node i

Ct
n Centralized trust opinion set for node n

Dt
scsp,i,n Discounted trust opinion set
COt

l Centralized trust opinion set for owner sl
Ut

n,i(·) Utility function for node i
EF t

n,i Expectation Factor for node i
pti Pseudo-price for selecting next-hop
TEt

l Trust expectation of sensor-owner sl

Assumptions: We list the assumptions considered
in the design of the proposed scheme, DETER.

• The SCSP, which is a centralized entity, is respon-
sible for maintaining the dynamic pricing policy.

• The set of source nodes, which are selected by
the SCSP, transmit their sensed data to the cloud
using different paths. No aggregation of data is
performed by the intermediate nodes.
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Fig. 2: Schematic Diagram of Sensor-Cloud with Het-
erogeneous Sensor Nodes

• Each node has a list of sensor nodes belonging to
the same sensor-owner.

• Each node is capable of overhearing, while being
in the active or idle states [25], [26].

4 PROPOSED DYNAMIC TRUST ENFORCING
PRICING (DETER) SCHEME

The proposed scheme, DETER, comprises of two main
components — bi-level trust calculation, which is per-
formed periodically by the sensor nodes and the SCSP,
and dynamic pricing game, which is conducted at the
beginning of each service. The two components are
discussed in details in the subsequent sections.

4.1 Trust Function Calculation

In this work, we propose a bi-level trust factor calcu-
lation method, which is motivated by the beta rep-
utation model [7], and discounting and consensus
operators [27], [28]. We consider dual trust values,
defined as the distributed trust opinion (DO) and the
centralized trust opinion (CO) sets. In the proposed
scheme, DETER, at time instant t ∈ T , each sensor
node n ∈ N calculates the DO set, where DOtn,i =
(btn,i, d

t
n,i, u

t
n,i, a

t
n,i). b

t
n,i, d

t
n,i, u

t
n,i and atn,i are defined

as belief, disbelief, uncertainty, and atomicity, respec-
tively, for the neighbor nodes, i.e., ∀i ∈ Nn ⊆ N ,
where Nn denotes the set of neighbor nodes of sen-
sor node n. It needs to satisfy the constraint —
btn,i + dtn,i + utn,i = 1.

Eventually, these values become a key factor, for
deciding the candidate set (Mt

n) of potential data for-
warding nodes, where Mt

n ⊆ Nn. On the other hand,
the SCSP calculates the centralized trust opinion set,
i.e., Ctn = (btscsp,n, d

t
scsp,n, u

t
scsp,n, a

t
scsp,n), ∀n ∈ N ,

using the discounting and consensus operators, while
operating on the previous trust opinion set Ct−1n =
(bt−1scsp,n, d

t−1
scsp,n, u

t−1
scsp,n, a

t
scsp,n), and the set of opinions

collected from the deployed sensor nodes. Here, we
have btscsp,n + dtscsp,n + utscsp,n = 1. In the following
subsections, we discuss the method of calculation of
the DO and CO sets.

4.1.1 Distributed Trust Opinion Set
Each sensor node generates a DO set for each of its
neighbor nodes, periodically. In order to calculate the
DO set, the sensor nodes notice the packet forwarding
behavior of their next-hop nodes by utilizing the prop-
erty of overhearing. The steps of DO set calculation
are listed as follows.

1) First, each node n calculates the trust rating vtn,i
for each node i ∈ Nn, as defined in Definition 1.

Definition 1. At time instant t, the trust rating vtn,i
calculated by node n for node i is defined as the ratio of the
number of correctly forwarded data packets F tn,i by node i
among those received from node n to the total number of
packets T tn,i sent to node i by node n.

We assume that each node n has the information
whether neighbor node i ∈ Nn belongs to the same
sensor-owner as itself. If neighbor node i belongs to
the same sensor-owner, sk, as node n, trust rating is
considered to be 1. Mathematically,

vtn,i =

{
1, if {n, i} ∈ Ok and i ∈ Nn
F t

n,i

T t
n,i
, otherwise

(1)

2) Next, using the trust ratings, each node n de-
termines the instantaneous positive and negative feed-
back parameters [7] for each neighbor node i at time
instant t, i.e., rtn,i and htn,i, respectively, using the
following equations:

(rtn,i, h
t
n,i) =

(
w(1 + vtn,i)

2
,
w(1− vtn,i)

2

)
(2)

where w is defined by SCSP, and is a constant for node
n, where w > 0.

3) Thereafter, the cumulative positive and negative
feedback pair (Rtn,i, H

t
n,i) is calculated by node n for

each neighbor node i at time instant t, using the
following equations:

(Rtn,i, H
t
n,i) = (Rt−1n,i β + rtn,i, H

t−1
n,i β + htn,i) (3)

where β is the forgetting factor, and is defined by the
SCSP.

4) Finally, based on beta reputation model [7], each
node n calculates DOtn,i for neighbor node i as fol-
lows:

(btn,i, d
t
n,i, u

t
n,i) =

(
Rtn,i/K,H

t
n,i/K, 2/K

)
(4)

where K = (Rtn,i+H
t
n,i+2). Additionally, we consider

atn,i = 1
2 , so that, uncertainty is equally distributed

among belief and disbelief.

4.1.2 Centralized Trust Opinion Set
The SCSP calculates the CO set, Ctn, for each sensor
node n ∈ N , i.e., Ctn = (btscsp,n, d

t
scsp,n, u

t
scsp,n, a

t
scsp,n),

using the consensus and discounting operators [27]–
[29] on the DO sets obtained from each node. There-
after, the SCSP calculates the CO set for each sensor-
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owner sl ∈ S, COtl , based on the calculated CO set
of each of its sensor node n ∈ Ol. The steps for
calculation of CO set for each sensor-owner by the
SCSP are listed as follows:

1) Initially, the SCSP defines the CO set for each sen-
sor node n ∈ N at time instant t0 as Ct0n = (1, 0, 0, 0.5).
Thereafter, it collects the DO sets from the individual
sensor node i for each of its neighbor nodes, n ∈ Ni,
periodically.

2) Next, the SCSP calculates the discounted opinion
of node n, i.e., Dtscsp,i,n, using its own opinion of node
i in the previous time instant, Ct−1i and the DO sets.
Hence, Dtscsp,i,n is determined as follows1:

Dtscsp,i,n = Ct−1i ⊗DOti,n (5)

It should be noted that the discounted opinions calcu-
lated by the SCSP are considered to be independent.

3) The discounted opinion values are then, com-
bined by the SCSP using the consensus operator to
obtain the CO set for each node n, which is calculated
as follows1:

Ctn = Dtscsp,i,n ⊕ · · · ⊕ Dtscsp,j,n (6)

where Ctn = (btscsp,n, d
t
scsp,n, u

t
scsp,n, a

t
scsp,n) and nodes

{i, · · · , j} refer to those nodes in the system which do
not belong to sensor-owner as node n.

4) Finally, the CO set1, COtl = (Btl , D
t
l , U

t
l , A

t
l), for

each sensor-owner sl is calculated by SCSP as the
average of Ctn values of all nodes belonging to the
sensor-owner sl.

With the help of these trust values, DETER enforces
trust among oligopolistic sensor-owners in sensor
cloud using a game-theoretic dynamic pricing scheme,
which is discussed in the following subsection.

4.2 Game-Theoretic Dynamic Pricing Scheme
In this work, we model the interaction between the
SCSP and a few registered sensor-owners in service-
oriented sensor-cloud using a Single Leader Multiple
Follower Stackelberg game. Here, we consider that the
SCSP acts as the leader, and decides the price to be
paid to each sensor-owner, while ensuring QoS of the
network and maximizing its own profit. On the other
hand, the sensor-owners act as the followers, and
provide the service as requested by the SCSP, while
ensuring high revenue. The justification for using
Stackelberg game theory in this work is discussed as
follows.

4.2.1 Stackelberg Game: The Justification:
Game theory is a mathematical tool used to study
the complexities of decision making for individu-
als in competitive scenarios, where each individual
influences the other individuals. As mentioned in
Section 1, in the SOA of sensor-cloud, there exists

1. For detailed calculation, refer to supplementary file.

an oligopolistic market scenario among a few non-
cooperative sensor-owners, where each sensor-owner
competes with the other sensor-owners to earn higher
profits. Thus, some of the sensor-owners may adopt
unfair means to degrade the market reputation of
others. These interactions among the sensor-owners,
and the sensor-owners and the SCSP are modeled
using game theoretic approach. Furthermore, since
sensor-cloud has a SOA, it is highly essential that the
quality of Se-aaS provided by the SCSP is compliant
with the QoS specified in the SLA. Hence, in order
to ensure the specified QoS, the SCSP needs to adopt
measures for preventing the competitive oligopolistic
market situation among the sensor-owners. Therefore,
we use a Single-Leader-Multiple-Follower Stackelberg
Game in the proposed scheme, DETER. In DETER, the
SCSP acts as the leader and takes the pricing decision,
while the sensor-owners act as followers and take
the decision to behave honestly or dishonestly in the
service-oriented sensor-cloud.

4.2.2 Game Formulation
In DETER, initially, the end-users request services to
the SCSP, as per their requirements. We consider that
the end-user provides information about the type of
service required, and the tolerable delay, δ. Based on
these information, the SCSP decides the price to be
charged, which is denoted by Pmax. The price Pmax is
fixed for specific service as per the agreement between
the SCSP and the end-user. In the following sections,
we discuss the utility functions of the proposed Stack-
elberg game along with the equilibrium conditions
and the solution of the game.

Utility Function for Next-Hop Selection
On receiving the service specifications from the end-
users, the SCSP selects the source sensor nodes for
delivering the requested services. Each source node
needs to forward the generated information to the
SCSP within the maximum tolerable delay specified
by the end-user. Since, in sensor-cloud, multi-hop
communication is used for forwarding data to the BS,
the source sensor nodes take help of the intermediate
sensor nodes, which may belong to any sensor-owner.
In order to select the optimum trustworthy hop nodes
for data transmission, each node n calculates a utility
function, U tn,i(·), for each neighbor node i at time
instant t and tries to maximize its payoff.

Motivated by the work of Chatterjee et al. [2], we
consider that each sensor node n calculates payoff
of U tn,i(·) for the neighbor nodes at each step, and
decides the candidate set of potential data forwarding
nodes, Mt

n. The different parameters of U tn,i(·) are
discussed as follows:

Residual Energy Factor (ρtn,i)
1: We define the resid-

ual energy factor of node i at time instant t, ρtn,i, as the
ratio of the residual energy of node i at time instant t,
Etres,i, and its initial energy, Einit,i. Hence, we have,
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U tn,i(·) > U tn,j(·) and i � j, where (ρtn,i > ρtn,i),
{i, j} ∈ Nn, and other parameters are constant.

Received Signal Strength (RSStn,i)
2 : We define

the received signal strength, RSStn,i, using the Friis’
transmission formula [30], assuming that there is no
power loss due to hardware [31]. With the increase
in RSStn,i, the payoff of U tn,i(·) increases.

Signal-to-Noise Ratio (SNRtn,i)
2: The signal to noise

ratio, SNRtn,i, is formulated based on the work of
Etezadi et al. [32]. With the increase in RSStn,i, the
payoff of U tn,i(·) increases.

Distributed Trust Opinion Set (DOtn,i): We get the
distributed trust opinion set, DOtn,i, using Equation
(4). We consider that U tn,i varies proportionally with
the expectation factor, which is defined in Definition 2.

Definition 2. Expectation factor, EFtn,i, is the ratio of the
trust expectation value, BEtn,i, and the distrust expectation
value, DEtn,i. Here, BEtn,i = btn,i + atn,iu

t
n,i, and DEtn,i =

dtn,i + (1 − atn,i)utn,i, and atn,i determines the fraction of
uncertainty that can contribute as belief.

By choosing a next-hop node i with high values
of the above mentioned factors, the node n ensures
that high quality data is provided to the SCSP, i.e., it
gains in terms of QoS. We quantify the gain of node
n, for selecting node i, in terms of the virtual revenue
function, RF tn,i(·), as follows,

RF tn,i(·) = ω1ρ
t
n,i+ω2

RSStn,i
RSSmax

+ω3

SNRtn,i
SNRmax

+ω4EF
t
n,i

(7)
where ω1, ω2, ω3 and ω4 are constants representing
the effect of each parameter on the revenue func-
tion. RSSmax and SNRmax define the received signal
strength and the signal-to-noise ratio at distance d0,
where 0 < d0 << rn, and rn is the communication
range of node n.

Pseudo-Price for Selecting Next-Hop (pti): The price
pti to be paid to the selected next-hop node i ∈ Ol has
a negative impact over U tn,i(·), where pti is defined as
follows:

pti = ΦTEtl
2 (8)

where Φ is a constant, and TEtl is the trust expectation
value for the sensor-owner sl, where i ∈ Ol, which is
calculated by SCSP and defined as — TEtl = Btl+A

t
lU

t
l .

Distance from the Base Station (dBS,i): The utility
function, U tn,i(·), varies inversely with the distance
between the node i and the BS, dBS,i, as selecting a
hop node closer to the BS reduces the total number
of hops in the path.

Here, both the pseudo-price function as well as the
distance from BS of the node i have a negative impact
on the payoff from the utility function. Hence, we
consider these two factors as the cost node n bears
for choosing node i as the next-hop and define the

2. For detailed calculation, refer to supplementary file.

virtual cost function, CF tn,i(·), as follows:

CF tn,i(·) = ω5p
t
i + ω6

dBS,i
dBS,n

(9)

where ω5 and ω6 are constants.
Therefore, we define the utility function U tn,i(·), of

node i evaluated by node n, as the net virtual profit
that node n incurs for choosing node i as the next-
hop. We have,

U tn,i(·) = RF
t
n,i(·)− CF

t
n,i(·) (10)

Each node n tries to maximizes the payoff of U tn,i(·)
for choosing optimal candidate set, Mt

n, while satis-
fying the following constraints along with RSStn,i ≥
RSSth,SNRtn,i ≥ SNRth:

Etres,i ≥ Eres,th, dBS,i ≤ dBS,n (11)

where Eres,th and bth indicate the threshold values
for residual energy and belief of a node, respectively.
RSSth and SNRth define the received signal strength
and the SNR at distance rn, where rn is the commu-
nication range of node n. Hence, after calculating the
payoff values for each node i ∈ Nn using Equation
(10), the sensor node n decides the candidate set of
potential data forwarding nodes, Mt

n, where |Mt
n| is

decided by the SCSP.

Utility Function for Path Selection
The utility function of the SCSP, Ptpathg

, is defined
as the revenue of the SCSP for selecting path pathg ,
while taking into account the trust value of the chosen
path pathg . We consider that Npathg

defines the set of
sensor nodes belonging to the path pathg . Given the
maximum tolerable delay, δ, the following constraint
needs to be satisfied for each service:

|Npathg | ≤ (δ + 1) (12)

We consider that unit delay is incurred at each hop,
and there are |Npathg

− 2| number of intermediate
sensor nodes. When the control packets forwarded
by the source sensor nodes reach the BS through
multiple paths, the SCSP calculates the payoff of
the utility function for each path pathg , and selects
the path having the maximum payoff. We consider
that the price Pmax, to be paid by the end-users,
includes the profit of the SCSP with two types of
cost — hardware cost, Phw, and infrastructure cost,
Pinfra [2], i.e., Pmax = Phw +Pinfra+ϕ. We consider
that Pinfra is directly proportional to the number of
virtual sensors used for a service, and the duration of
service. For a particular virtual sensor, the price to be
paid is constant for unit time. On the other hand, the
revenue of the SCSP, ϕ, varies based on the trust factor
of the selected sensor-owners. In order to ensure non-
negative profit of the SCSP, we need to ensure ϕ > 0.
Phw depends on the cost incurred due to the use of
sensor nodes for providing a particular service, and
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Phw = Pshw+Prhw. Pshw and Prhw are the costs incurred
for sensing and relaying, respectively. Pshw is only paid
to the source nodes, which generate the sensor data.
Prhw =

∑
∀n Pn, and n ∈ pathg . Pn defines the price

to be paid to each sensor node n, which are in path
pathg . We assume that Pn for sensor node n varies
proportionally with the normalized pseudo price, TEtk,
of the sensor-owner k, where n ∈ Ok. Hence, we get:

Pn = χ[TEtk
2
/
∑

n∈pathg

{TEtk
2|n ∈ Ok}] (13)

where χ is a constant and defines the price for fully
trusted sensor-owner sk, i.e., COtk = (1, 0, 0, Atk).
Hence, for provisioning service within the specified
delay and ensuring high profit, the SCSP tries to
maximize the payoff of the utility function, Ptpathg

,
defined as below:

Ptpathg
= 1− Phw

Pmax
+

n∈pathg∏
k,n∈Ok

Btk +AtkU
t
k

Dt
k + (1−Atk)U tk

(14)

To account for the cumulative effect of the trust
opinion set of each node in path pathg , we introduce
the product function in Equation (14).

4.2.3 Existence of Stackelberg Equilibrium
As discussed in Section 4.2.2, in DETER, the selection
of the next-hop node i by node n not only depends on
the physical parameters of node i, but also depends
on the distributed trust opinion of node n for node
i and the centralized trust opinion of SCSP for the
owner of node i. Additionally, the price to be paid by
the SCSP to node n depends on the action taken by
node n, i.e., the next hop selected by node n, and
the centralized trust opinion for owner of node n.
Thereby, there exists a non-cooperative game among
the competitive sensor-owners, in which each sensor-
owner tries to maximize his/her revenue by increas-
ing the chances of selection of his/her sensor nodes
as well as by selecting the optimum next-hop node
for data forwarding.

Given the values of the centralized trust opinion
sets calculated by the SCSP, the optimal response,
known as the reaction set of the sensor nodes, is
determined as the set of Nash Equilibrium strategies
for the sensor nodes. Here, Nash Equilibrium refers
to the equilibrium state of the followers at which
none of the players, i.e., sensor owner, gain benefit by
unilaterally deviating from the chosen strategy [33]
On obtaining the reaction set of the sensor nodes,
the SCSP decides the optimum strategy, i.e., the path
for data-transmission, having maximum payoff value,
which is known as Stackelberg Equilibrium [34]. In
other words, Stackelberg Equilibrium refers to the
equilibrium state of the system having leader-follower
hierarchy at which the leader chooses the strategy
which yields the maximum pay-off given the set of

Nash Equilibrium strategy of the followers. Hence,
we define the Stackelberg equilibrium for the non-
cooperative oligopolistic market of sensor-cloud as
in Definition 3. Additionally, the existence of Nash
equilibrium is shown in Theorem 1. For the dis-
tributed equilibrium solution of DETER, the reader
is requested to refer to the supplementary file.

Definition 3. The Stackelberg equilibrium of DETER is
defined as (bt∗n,i, d

t∗
n,i, B

t∗
l , D

t∗
l ), where the proposed scheme

ensures the following conditions are satisfied:

U tn,i(bt∗n,i, dt∗n,i, Btl , Dt
l ) ≥ U tn,i(btn,i, dtn,i, Btl , Dt

l ) and
Ptpathg

(bt∗n,i, d
t∗
n,i, B

t∗
l , D

t∗
l ) ≥ Ptpathg

(bt∗n,i, d
t∗
n,i, B

t
l , , D

t
l )

(15)
where bt∗n,i, d

t∗
n,i are the optimum belief and disbelief values

of the chosen node i ∈ Nn by node n, and Bt∗l , D
t∗
l are

the optimum belief and disbelief values of sensor-owner l,
where i ∈ Ol.

Theorem 1. Given the set of neighbor nodes Nn of node
n, and the price function, which varies polynomially with
the trust expectation value TEtl , where ∀i ∈ (Nn ∩ Ol),
there exists Nash equilibrium, if we have negative values
for variational inequality of U tn,i(·) with respect to btn,i,
and positive values for variational inequality of U tn,i(·) with
respect to dtn,i.

Proof: For the proof of Theorem 1, refer to sup-
plementary file.

Lemma 1. From Theorem 1, we conclude that DETER
ensures the existence of Stackelberg Equilibrium, as there
exists Nash Equilibrium among the followers. The Stack-
elberg Equilibrium can be obtained by selecting the path
which maximizes the payoff of the utility function Ptpathg

of the SCSP.

5 PROPOSED ALGORITHMS
The detailed working of the proposed scheme DETER
is presented using an interaction diagram in Figure 3.
In DETER, each sensor node n calculates DO set for
its neighbor nodes, Nn, periodically, using Algorithm
1. Based on DO calculated by the sensor nodes, N ,
the SCSP calculates the CO for the registered sensor-
owners, S, using Algorithm 2. In sensor-cloud, the
source nodes needs to establish a path to BS, in order
to transmit sensed data to the SCSP. Hence, the source
node and the selected intermediate nodes execute
Algorithm 3 to determine the candidate set for next-
hop node selection. Thereafter, the SCSP performs an
optimization algorithm, i.e., Algorithm 4, for selecting
the path having optimum cumulative trust values
to provide high quality service. Using Algorithm 4,
the SCSP also ensures its own profit and the profit
of the sensor-owners based on the their centralized
trust opinion sets. The detailed pseudo-codes of the
Algorithms 1-4 are given in the supplementary file.
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(a) Sensor-Cloud (b) Trust Calculation

Fig. 3: Interaction Diagram of DETER
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6 PERFORMANCE EVALUATION
6.1 Simulation Parameters
To evaluate the performance of the proposed scheme,
DETER, we consider that the heterogeneous sensor
nodes, i.e., having different types of sensors, are de-
ployed over the terrain in a random pattern, and
the BS is at the center of the terrain, in a MATLAB
simulation platform. Additionally, we consider that
the heterogeneous sensor nodes use the IEEE 802.15.4
protocol for communication, as shown in Table 2.
Hence, the size of Hello packet is 6 bytes, and
each Data packet has a payload of 128 bytes. For
simulation purpose, we have selected the source node
randomly based on the available sensors and the
application requirements of the end-users. Initially, we
consider that each node sends 100 packets to its neigh-
bor nodes for calculating the distributed trust opinion
sets. Thereafter, based on the request of the SCSP, the
sensor nodes send packets to the BS. Additionally, we
assume that for each service of one hour, 180 packets
are sent to the SCSP, as shown in Table 2.

6.2 Benchmarks
We compared the proposed scheme, DETER, with two
different existing schemes — dynamic optimal pric-

ing for heterogeneous services-oriented architecture
(referred in this paper as DOP) [2] and trust and
energy aware routing protocol (TERP) [21]. In DOP
[2], Chatterjee et al. proposed a pricing scheme for
hardware resource usage in sensor-cloud. The authors
proposed that path selection is done at the beginning
of each service based on physical parameters of nodes.
The price charged by the owners of the selected nodes
is determined from the price charged by the previous
hop and the estimated price to be paid by the end-
user. However, the selfish behavior of the sensor-
owners is not considered in DOP. Hence, trust of the
selected path is not ensured. On the other hand, in
TERP, Ahmed et al. [21] studied a routing scheme
to eliminate misbehaving or faulty nodes from path.
Trust rating of each node is determined based on
its opinion about itself as well as the opinions of
its neighbor nodes. However, this approach cannot
be used in sensor-cloud, as the presence of multi-
ple sensor-owners and the economic aspect of the
sensor-cloud, i.e., the profits of the SCSP and the
sensor-owners, are not considered. Using the pro-
posed scheme, DETER, we can ensure QoS of Se-aaS
with high trust values in presence of multiple sensor-
owners and high profits, than using DOP and TERP.
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Fig. 6: Comparitive Analysis of Belief Value and Price Earned by Sensor-Owners

TABLE 2: Simulation Parameters

Parameter Value
Simulation area 1000 m×1000 m
Number of sensor nodes 400− 800
Number of sensor owners 4
Type of sensor nodes 3

|Mt
n| 3− 5

Number of BS 1
Communication protocol IEEE 802.15.4
Initial energy of each node 20 J [31]
Communication range 100 m
Packet Header size 6 bytes
Packet Payload size 128 bytes
Packet transmission rate 180 packets/hr/service
Tx energy consumption 50 nJ/bit [35]
Rx energy consumption 50 nJ/bit [35]
Energy consumption at amplifier 100 pJ/bit-m2 [35]

6.3 Performance Metrics
We evaluated the performance of the proposed
scheme, DETER, using the following metrics.

Explored Nodes: To provide a particular service for
an hour, the value of explored nodes is calculated as
the average of the total number of nodes explored
in the network, before finalizing the path, from the
chosen source node to the BS. With the increase in the
number of explored nodes in the network, the system
performance deteriorates.

Total and Correctly Forwarded Packets: We calculate
the network overhead by analyzing the total number
of data packets sent by the nodes. For evaluation, we
considered the average number of packets forwarded
by the nodes in an hour as the total forwarded packets,
totPackets. Additionally, the percentage of correctly
forwarded packets, percentCorPackets, varies lin-
early with the ratio of the number of packets for-
warded correctly, corPackets, to the total number
of packets forwarded.

Average Path Length: The average number of nodes
in the path selected for each hour of service is termed
as the average path length, Npathg

. Hence, the average
number of hops in each path is given by, (Npathg

−1).
Average Number of Selfish Nodes in Path: We consider

a node as selfish, if it belongs to a selfish sensor-
owner. With the increase in the number of selfish
nodes in a path, the QoS provided by the SCSP to
the end-user decreases.

Network Lifetime: We define network lifetime as the
time elapsed after node deployment till when the last
node dies in the network. For better performance of
the network, we need to ensure high network lifetime.

Price paid by SCSP to sensor-owners: The profits of
the sensor-owner increases linearly with the increase
in the price paid to them by the SCSP. Each sensor-
owner sl ∈ S gets paid, if and only if, any node i
belonging to the sensor-owner, i.e., i ∈ Ol, is present
in the selected path, pathg .

Profit of SCSP: The profit of the SCSP is defined as
the difference between the amount received by the
SCSP from the end-users in exchange of the provided
service and the amount spent by the SCSP for provi-
sioning the service, which includes the price paid to
the sensor-owners and the cost incurred for providing
infrastructural resources.

6.4 Results and Discussions

We observe that, in DETER, with the increase in belief
value of each sensor-owner sl, the utility value of each
node n ∈ Ol varies almost exponentially, considering
that the belief of node n is fixed, as shown in Figure
4. On the other hand, with the increase in the belief
value of each sensor node n ∈ Ol, the utility value of
the node varies insignificantly with the belief value
of the sensor-owner remaining fixed. This is because
in DETER, the next hop node selection is highly
dependent on the belief value of the sensor-owners,
in order to resist monopoly situation. In Figure 5,
we observe that for fixed belief value, the price paid
by the SCSP to a sensor-owner decreases with the
increase in his/her disbelief value. With the increase
in belief value and decrease in disbelief value of the
sensor-owner, s/he earns higher price from SCSP.

ayan
For Personal Use Only



10

 0

 200

 400

 600

 800

 1000

400 600 800

A
ve

ra
ge

 N
um

be
r 

of
 N

od
es

 E
xp

lo
re

d 
 f

or
 E

ac
h 

Se
rv

ic
e 

(p
er

 h
ou

r)

Number of Nodes

 DETER  DOP  TERP

0

20

40

60

80

400 600 800

Fig. 7: Number of Nodes Explored

 0

 40000

 80000

 120000

 160000

 200000

400 600 800

T
ot

al
 P

ac
ke

ts
 F

or
w

ar
de

d 
 (

Pe
r 

H
ou

r)

Number of Nodes

 DETER  DOP  TERP

Fig. 8: Network Overhead

 84

 88

 92

 96

400 600 800

Pe
rc

en
ta

ge
 o

f 
co

rr
ec

tly
 F

or
w

ar
de

d 
 P

ac
ke

ts
 (

Pe
r 

H
ou

r)

Number of Nodes

 DETER  DOP  TERP

Fig. 9: Correctly Forwarded Packet

 0.88

 0.9

 0.92

 0.94

 0.96

 0.98

 1

400 600 800

N
or

m
al

iz
ed

 R
es

id
ua

l E
ne

rg
y 

(p
er

 n
od

e)

Number of Nodes

 DETER  DOP  TERP

Fig. 10: Residual Energy of Nodes

 0

 20

 40

 60

 80

400 600 800

N
et

w
or

k 
L

if
et

im
e 

(i
n 

si
m

ul
at

io
n 

da
ys

)

Number of Nodes

 DETER  DOP  TERP

Fig. 11: Network lifetime

 0

 10

 20

 30

400 600 800

A
ve

ra
ge

 P
at

h 
L

en
gt

h

Number of Nodes

 DETER  DOP  TERP

Fig. 12: Average Path Length

Moreover, a comparative analysis of DETER, DOP
and TERP is shown in Figure 6. We observe that the
belief value of each sensor-owner increases with time
using DETER, whereas for DOP and TERP, it remains
constant with time. This is due to the fact that DETER
encourages each sensor-owner to behave honestly by
paying less price as shown in Figure 6. Additionally,
we observe that the price earned by each sensor-
owner increases with the increase in individual belief
value. However, in DOP, the sensor owners earn the
same price irrespective of their belief values, as DOP
does not consider trust value for price calculation. In
case of TERP, the price earned by each sensor-owner
depends on his/her belief value. As the belief values
remain fixed, the price earned by the sensor-owners
remain unchanged.

Figures 7, 8, and 9 depict that DETER outperforms
the existing schemes — DOP and TERP. Though the
average number of nodes explored in DETER is higher
than that in DOP, DETER explores 76.57-86.47% less
number of nodes than TERP. In the path exploration
phase, unlike DOP, DETER and TERP explore mul-
tiple paths from each source node to the BS. The
SCSP finalizes the path to be used for data forwarding
from the multiple choices of paths. However, DOP
depends on single path exploration for each source-
BS pair. Moreover, DETER and TERP are capable
of facilitating the change of path, if any faulty or
misbehaving node is detected in the path. We also
get that the network overhead decreases by 52.6-
56.53% using DETER, than using TERP. Additionally,
using DETER, the percentage of correctly forwarded
packets increases by 0.23-0.62% and 0.27-0.56% than
using DOP and TERP, respectively. Additionally, we
observed that in sensor-cloud, TERP does not always
guarantee a path between the source node and the

BS, as in TERP, each node only chooses the next-hop
nodes which have trust value greater than 0.6 [21].

Using DETER, the residual energy of each node is
almost similar to that using DOP, and 4.69-11.56%
higher than that of TERP, as depicted in Figure 10.
This is due to the fact that, using DOP, the energy
consumed for node exploration is less than using
DETER and TERP. Therefore, we conclude that DE-
TER ensures trust-based QoS in sensor-cloud without
consuming high amount of energy. The claim is also
supported by the Figure 11. From Figure 11, we
observe that the network lifetime is higher using DOP
than using DETER, as using DOP, the number of
nodes explored increases linearly with the increase
in hop count. Whereas, using DETER and TERP, the
the number of nodes explored increases exponentially
with the increase in hop count. In DETER, owing to
the restriction in the cardinality of the candidate set,
the number of nodes explored is bounded. However,
using TERP, the available nodes having trust rating
greater than or equal to 0.6 are explored. Therefore,
using TERP, the energy consumption of the network
is higher than using DETER. Hence, we observe that
there is a significant increase in the network lifetime
by using DETER as compared to TERP.

In Figure 12, we observe that for a service, the av-
erage length of the final path obtained using DETER
improves by 10.87-23.21% than using TERP. Using
TERP, the average path length is higher than DETER
due to the fact that in TERP, the intermediate nodes
in a path must have trust values greater than 0.6
[21], as mentioned earlier. In DOP, neighbor nodes
which are closer to the BS are given higher preference.
Hence, with the increase in number of total deployed
nodes, the average path length shows a decreasing
trend. However, since trust value of the nodes is not
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considered, DOP fails to ensure trust of the path. On
the other hand, using DETER, the number of selfish
nodes in the path is reduced by 35.61-52.72% and
26.43-61.37% than using DOP and TERP, respectively,
as shown in Figure 13.

Figures 14 and 15 imply that using DETER, the
amount earned by the sensor-owners and the profit
of the SCSP is almost similar with the increase in
the number of nodes. However, using the existing
schemes — DOP and TERP, high profit of the sensor-
owners and the SCSP cannot be ensured at the same
time, in sensor-cloud. From Figure 14, we note that
the price to be paid by the SCSP to the sensor-owners
decreases by at most 25.2% and 30% by using DETER,
than using DOP and TERP, respectively. Correspond-
ingly, we observe that the profit of the SCSP increase
by at most 50.15% and 73.9% using DETER than by
using DOP and TERP, respectively. We obtain these
results due to the fact that unlike DETER, the SCSP
does not penalize the selfish sensor owners in DOP.
Thus, using DOP, the profit of the SCSP reduces
than using DETER. Therefore, we conclude that in
DETER, we ensure trust in the presence of multiple
sensor-owners in sensor-cloud by using the proposed
dynamic pricing scheme. Moreover, DETER yields
high network lifetime, while ensuring high QoS in
sensor-cloud as compared to the existing schemes.

7 CONCLUSION

In this paper, we formulated a Single-Leader-
Multiple-Follower Stackelberg game theory-based dy-
namic pricing scheme for sensor-cloud in order to
enforce trust among the oligopolistic sensor-owners.
In DETER, each sensor node calculates distributed
trust opinion set for its neighbor nodes, locally. Based
on the distributed trust opinion sets, the SCSP de-
termines the centralized trust opinion set for each
registered sensor-owner. The sensor nodes use these
trust opinion sets to select their next-hop nodes. On
the other hand, the SCSP decides the price to be
paid to each sensor-owner based on the centralized
trust opinion set. From simulation, we observe that
using DETER, network lifetime and the percentage of
correctly forwarded packets increases. Moreover, the
number of selfish nodes in the path decreases using
DETER which compels the sensor-owners to behave

honestly. Additionally, DETER ensures high profits of
both the sensor-owners and the SCSP.

This work can be extended to ensure high QoS
of Se-aaS provided by the SCSP in the presence of
unintentional failures of the sensor nodes in sensor-
cloud. Additionally, the influence of external attackers
in sensor-cloud can also be explored. It can also be
extended to understand service provisioning mecha-
nism for mobile sensor-cloud in presence of multiple
sensor-owners.
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